
 

Eightinstittotcomputation

Configuration Currentstate currentcontents of

tape
head location

Config representation

u g v

yields G if TM

can go from
Cs to G

in single step

formal def of yields using8



Start configuration go w

Accepting configuration state

of config is accept

Rejecting config state

greject

accepting halting configurations

rejecting and do not yield

any further
configurations

Since machine is defined to halt

when in states gaccept and greject
we could have defined as



8 Q XT QXT L R

Q Q accept Greject

A TM accepts input w if a

sequence of configs G Cr Cr
sit

G start config of M on

input w

each Ci yields City
Cr is an accepting configuration

Collection of strings language

M recognizes of M

Fecognized by

hm



A language is called

furing recognizable if some TM

recognizes it
aka recursively enumerable

MeanFail to accept an input

rejecting looping
entering

Greject state

Sometimes distinguishing a

machine that is looping

from one that is merely

taking long is difficult

we prefer machines that JPeider
always halt



A decider that recognizes a

langrage is said to decide

that language

Turing decidable or recursive

Every decidable language is turing
recognizable

examples see later

iie.taht.fm
multiple tapes
non determinism et

Wants
TM

TM and its variants same power

recognize the same
class

oflanguage



robustness invariance of power to
certain changes in
the def

TM exhibits high degree of
robustness

4.591swere tapes
each tape has its own head

for reading and writing

Initial input tape 1
others blank

8 Q x TR Q x TKx L R S

k no of tapes



two machines are equivalent if they
recognize the same language

Every multitape TM has an equivalent

single tape TM

M S
multitape singletape

Key idea simulate M with S

Let M have k tapes
5 simulates the effect of k tapes

by storing their info on its

single tape
we as delimites

to separate the
contents

of diff
tapes



Keep track of location of heads
Write a tape symbol with a

dot above it to mark the

place where head would be

fool
m

lw
2am

DItflaaaltt.ba



S on input on Wn

1 WW2 Wn I in

2 To simulate a single move s

scan from the first

left end to the K 11ᵗʰ
right end

Then make a pass to

update the tapes according
to the way M's

transition for dictates

3 move to right
M has moved the

corresponding head onto

the previously wread blank
portion



A language is turing recognizable

if and only if some multitaple

TM recognizes it

single tape is special
case of Multitape

m.fmtgt
At any point in a computation

the machine may proceed
according

to several possibilities

8 Qxi fKtx1Ri
Computationof

tree whose branches

correspond to different
on NTM possibilities for the

machine



Every nondeterministic TM has an

equivalent deterministic TM

proof Idea Simulate non deterministic

TM with deterministic TM

Have D try all possible
branches of N's non deterministic

computation

If D ever finds the accept

state on one of these
branches D accepts

We view N's computation on

input w as a tree



Each branch represents one of
the branches of non determinism

Each node config
root start config

searches this tree

for an accepting configuration

Bad idea Depth first search

could go forever

Design D down one branch

to use BFS
before backing

ensures that D will
up to explore

visit every
node in the other branches

tree until it
encounters

an
acceptingconfig



Proof The simulating TM D has 3 tapes

By
Theorem 3.13 this arrangement is equivalent

to having a single tap

Tape 1 contains the input string
and is never altered

Tape 2 maintains a copy of N's

tape on some branch

of its non deterministic

computation

Tape 3 keeps track of D's
location in N's non

deterministic computation tree



tapes every mode in the tree

can have at most

b children

b size of the

largest set of
To every node possible choices

in the tree given by N's 8
we assign an 8 QxT P QXTX
address over L R

TB 1.2 b

some choices

fx
f may not be

available

Tape 3 contains

231 I a string over

Fb



Empty string
address of root

initially Tape 1 contains the

input w tapes 2 and

3 are empty

2 Copy tape 1 to tape 2

and initialize the string
on tape 3 to be E

3 Use tape 2 to simulate N

with input w on one

branch of its non deterministic

computation

Before each step of N

consult the next symbol



on tape 3 to determine

which choice to make

among those allowed by
N's 8 If no more

more symbols remain on

tape 3 or if this

Fedabout this branch byor
reject going to stage 4

If accepting configuration is

encountered accept the

input
4 Replace string on tape 3

by next ordered string
Simulate the next branch

of N's computation



A language is turing recognizable

if and only if some non dat

TM recognizes it

Any def TM is non det TM

Than 3 16

N always halts D always halts

A non deterministic turing

machine is a decides

if all branches halt on

all inputs

A language is decidable if and
only if some non des TM

decides it



9s



a go 092 Ougaccept

90 wqnw
Ww Gacceptu

b Of
9,00 w 920 wX93 w

AS WRT v95 Xu

w 92 w H 92

WXW accept



C 000

91000

09200
w 930

WXOqaw Oux Ow Greject

d 000000

91000000 wx 0 9300
wx 950

9200000 w 0 0940 wqxOxOw
wx 930000 0 0 93

1 93 8 2
0
900 094000 0 0956



9110 11
096 1 910 1 x q

930 11

093 11 970 x1 xx 9217 1

0119511 97 0 x1 XX qux 1



A 11

91 11 1 w greject

931
193

b I 1

9 1 7 96 X x 9
93 1 97 X IF X X 98 w

A 95 1 91A He w accept

C 1 1



Wuthlavely enumerable tuning recognizable

originates from
a TM variant
called

Enumerat
turingmachine with an

attached printer
can use the printer
as an output device to

print stuffeach time the
map TM wants to

7 add an output to

fw the list it

work sends the

tape string to

the printer



Enumerator starts with a blank input
on its work tape

doesn't halt May printfite
list

language
enumerated by E collection

of all
strings it
eventually

any order
prints out

repititions possible

the
A language is Turing Recognizable iff
some enumerator enumerates it

If we have an enumerator E than

enumerates a long A a TM M

that recognizes A



On input w
1 Run E Every time that E

outputs a string compare it

with w

2 If w ever appears
in the

output of E accept

Clearly M accepts those strings that

appear on E's list

If a TM M recognizes a

language A we can construct the

following enumerator E for A

say that S1 S1 is a list

of all possible strings in Σ



E Ignore the input
1 Repeat for i 1,2 3

1 Run M for i steps on

each input S1 S2 Si

2 If any computations

accept print out the

corresponding sj

IYnigIIIIF.am
purpose computation have been

proposed

Some are very different

All share the essential feature of TMs

Unrestrictedaf
distinguishes

from
to unlimited weaker models

like FSA and
memory pushdownthat



Analogy algorithm in one language

and not other

No

We can compile LSP into

Pascal and Pascal into

LSI

The two languages describe

exactly the same class

of algorithms

So do all reasonable PLs

The widespread equivalence one can

simulate the
of computational other
models holds for
the same reason



auvalencG important philosophical

corollary

We can imagine many
different computational models

but the class of algorithms

they describe remains the same

Underlying class of algorithms

same

tianya.my ofalgorithm

procedures or recipes

important role in mathematics

finding prime
GCD etc



Precise notion of algorithm was

not developed until 20ᵗʰ century

Why do we need a precise

definition

iita.es
23 math problems as challenge

10thproblem.si algorithms

an algorithm that

tests whethertolynomial

Casaintegral root
described

process according to which
assumed it can be determined

in finite no of operationsthats exist someone need only find it



No algorithm exists for this task

algorithmically would have

unsolvable
been impossible
to come up
with this
conclusion
with their

i gye
tagging
algorithms intuitive concept
to certain of algorithm
tasks

useless for
showing that no

algorithm exists

for a particular
task

Proving that an algorithm does not

exist requires having clear def
of algorithm



Def 1936 papers of

Alonzo Church and

Alan Turing

Churfused a notational system
called D calculus

to deftalgority

Turing machine equivalent

connection

Church Turing thesis inforial
notion of
algorithm

provides the

def of algorithm
and
precise

to resolve 10ᵗʰ problem defer

1970 showed that no

peoplef algorithm exists for
testing whether a polygiels



multivariate
D p 1 p is a polynomial

with an integral

root

Is D decidable

NI

D is turing recognizable

Di p I p is a polynomial over

x with an integral

root

TM Ms that recognizes D1

Ma on input p where p is
a polynomial over

the var N

1 Evaluate p with N 0,1 12
If at any point p

evaluates

tozero acceps



3 9

Me may run forever

similarly M

Mandm
mfp.MIL

not deciders

can be converted

Me to a decider

because we can

get bounds for
the roots restricts

the search

Roots of a single variable polynomial

must lie b w

k

k no of terms in the

polynomial

Cmax coefficient with the largest
absolute value



a coefficient of the highest

order term

m
If a root is

not found within N
these bounds the WW
machine rejects Wh

Matijaseric's theorem

calculating such

bounds for multivariable

polynomials is
impossible

TerminologyforDescribingTMI
TMs merely serve as a precise

model for the definition of algorithm



What is the right level of detail

Formal description
TM states

8 etc

lowest most detailed

Implementation description
english prose
describe how TM moves its

head and the way it storesdata
High level description

english prose to

describe an algorithm

mependantation always a

TM string

Anytherbjectrpreentaa
string



Encoding of an object

into its 0 o

reprepresentation

as a string

Several objects Or Or Or

single encoding

401 02 Or

any encoding works

Algorithm description

is indented

2 1st line describes input
w taken to be a string

rejed
A implicitly test of

encoding of the object
Hot

is in desiredform



Example

A 497 G is a connected

undirected

graph

highlevel description of a TM M

that decides A

M On input G the encoding of
graph G

1 Select the first node of G and

mask it

2 Repeat the following stage until
no new nodes are marked

3 For each node in G
mark it if it is attached

by an edge to a node

that is already
marked



4 Scan all the nodes of
G to determine whether

they are all marked

If they are accept

of reject

Encoding of G is it worse

Checking than actually
trying and

solving

ave
EXERCISES

Note I did not get time to actually
usedquiget

solve these because of the fast
that rapidly

paced nature of
fuck almost

everything
study
eat And I can do nothing

entertainment about it atleast for
work the exams



Exercised

32
Then 316 DetTM NTM

Corollary 319

32 Formal def of enumerator
tape

7 tuple Q E T O go gprint
outptt Geralt

finite
alphabet

set
of states

8 Q T QxT L R

go initial

print print
if content
of second

tape isqualt halting

8 1 printed



31 a Yes

b Yes w E T always

c No uhh left end

d No accept and Greject

3 Because it might never halt

for some Sk

3

I
Histillalegitimatet

Step 2 can never reach step 3

so what



Looping on its own is obviously

not a problem however this

machine puts its accept and

reject states after a never

ending search through

infinite combination of
integers so it

won't halt on

any input
at all

3.8

1a
1011

find the first w write E

whole there is a 0 or 1



On input string w

1 Scan the tape and mark the

first 0 that has not

been marked

If no unmarked 0 is

found go to stage

4
0 w move head back

to the front

2 Scan the tape and mark the

first 1 that has not been

marked If no unmarked

1 is found reject

3 Move the head back to the

front of the tape and go



to stage 1

4 Move the head back to the

front of the tape Scan the

tape to see if any unmarked
Is remain If none are found
accept otherwise reject

b find leftmost 1 and then try
to find two Os

c Swap accept and reject



at 2 PDAs are more powerful than
1 PDAs

Simulate tape of Turingmachine

using two stacks

top of 1ˢᵗ stack position of
head of TM

8 g x r β R

is simulated by popping α and

pushing β
and moving symbol from top
of second stack to the

top of first if empty push
w



tape 8 q β r α 2

41YEN
similar pop from

1ˢᵗ
stack place into

second

This proves that 2 PDAs are

atleast as powerful as

THF
can recognize

an b'chPathan
easily

msimulate 2 PDA

3

TT.intFFes
each tape copy of string on

ith stack
All k PDAs 1 1 are equivalent



TIdea Try to simulate ordinary
TM with this restricted TM

instead of altering a tape
directly

transfer the whole string
to another portion of
tape still untouched

and write the altered

string these

EIaza
office

maittain 2 cells for each
cell

one for content one for
copied or not
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11


