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FCFS SIF SRTF Batch 0s

Time sharing OS RR Robin Round Priority Scheduling

Real time OS EDF Earliest Deadline First processes has a
deadline

process that has
earliest deadline

E yq.tt forTimshy is picked upfirst
assign based on

Ready queue increasing deadlines

P P2 P3

iLmttf timequantum



Suppose time quantum 50ms

counting is done using CPU clock

done thru hardware interrupt the OS every 50ms

But a process might not utilize all of the time quantum

process ends earlier

CPU does interrupts due to 10
not wait errors etc

Itches program mightwaitfor
P.to Ps input

switching overhead

if switching overhead is
save program counter etc in

comparable to time quantum
program control blockof ps

then robin round algorithm restore of P2
is useless



Typical time quantum 10 100 ms

Typical switching overhead 10 100 us

Time quantum is a design parameter BatchOS
turnaround time
throughput

Time sharingOS

Say time quantum 1 ms
response time

response time

switching overhead Time quantum a

FCFS

10 100 ms empirically obtained



Robin round algorithm requires hardeggpp.to
unlike the ones

for BatchOS

Prorityplffhtcs.in
readystate each process in ready state hasa queue

pay Py Psl
a priority

plicked
first Trange of numbers integer

no agreed universal range
ordered based on their priority

among designers

good way to reorder heapify highest
priority

1023 least
How are priorities determined

priority



Priority

no of
open

fives
meme

met
ftp.fatqnt.ee

internal
determined by

timelimits

external it Patomfioy

UNIX nice command

CPU keeps getting steady stream of higher priority processes

lower priority processes
starve

heades
Multiple

D D J
Round robin
within samequees
priority processes

1 GOD

Solution Aging



degrade the priority of a process if it starts using more

CPU time

Eov2024
OS CPUscheduler

aka dispatcher dispatches jobs

Running of a process appears simultaneous

but
CPU scheduling is not



to separate user's and OS area

t it tt user's program running

2 System mode control mode Supervisor mode kernel mode

previledged mode

Ofprogram

previagdstruons
executed by the OS

specific opcode user's program cannot exegete this instructions

interrupt illegal instruction

How to distinguish b w user and OS CPU onlyone

one bit that denotes a mode



ready On
i

interrupt as
time quantum I turnonmodebitte

saveps context
throughfometutimed machine restorep contextamend

pygippany
timer register

only the OS can create process instruction

user OS process

User's process

Mode 1
system ifhmᵗ modern

controlode



audio video

i i Vi

mode
thru
systemd

so far non cooperative processes User Interface
several users

Application Programming Interface

cooperative process user multiple processor

both
processes work together to complete a task

consistent image of data across processes

race conditions

integrity



How to communicate

How to deal with race condition
simultaneous

atomic operation

nonlisfydepnden.cl
make p wait for ps's completion

TtMonolithicOS
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Process consists of data code open files semaphores

9 EFE115EEFFF1to

A thread is a basic

unit of CPU utilization

theatre
thread

sequence of
instr Pithing

Multicore processors how to make use For loop
1 1 to woo

Fingduction speed

code

4cores

stillLeft to speedsup execution y gof a process
www.gdidnoeds only 1 processpitintomid in Yo Too



thi
good programmer who knows hardware

splits his program into

if a programis
threads

strictlysequential it
can't be splitinto say 20

threads

threads

if 4 ages
OS does the work

combines andassignsprogramming languages

internally

c
i

threads of a.it rgmifeet
with each other

eg A word processor may have a thread for displaying graphics
another thread for responding to keystrokes from the user and a

third thread for performing spellcheck in the background



Intercedomm code data open files

IT aiif semaphores signalsto
process heavyweight process

Éftf m
thread lightweight process

threadID thread ID

process creation is time consuming

and resource intensive

webseries
client 1

Lightweight processes
receives requests

for webpages
Jient

1000 switching across
threads is

images etc single threaded process
simpler

create process for
1kt at a time don't need to store codedataetc

each request



webserv
client1recfverqestsfeient1000

t

for webpages
images etc

single threaded process only one client is served at a time

client might have to wait very long
create a separate process for each request

process creation is time consuming

and resource intensive

each process performs the same task as

existing process unnecessary overhead

create separate threads that listen for client request



Beneff
Responsiveness

allows a program to continue running
even if a part of it is blocked

or is performing a lengthy operation

Resort Taring

p
processes share resources

threads share only through shared
the memory and

expli memory and messagethe resources of
the process towhich

arranged

passing
they belong the

programmes

Economy process creation is

costly

Scalability thread creation and context switching

threads consumes less time andmulticoresystems
memory



Concurrency allow all tasks to make progress

Parallelism perform more than one task simultaneously

Concurrency can exist without parallelism

CPU schedulers were designed to provide the illusion of parallelism

by rapidly switching processes

Programming challenges

Identifying tasked
be independent of one another

Balance separate thread for a very simple task maynot be

worth the cost

Data splitting Data dependency testing and debugging



Memorytherarchy
Registers

storage

capacity
cache

DRAM
uses capacitors
needtorefresh
periodicallyWIFE RAM power on

OS here before
m boot

Harddisk DVD Blureyincreases RAID architecture
datacenters
harddisks

v Magnetic tape

RAID redundant arrays of independent disks
inexpensive

reliability via redundancy



OShow to allocate space
to processes P

Pr
How to keep track

of space
available p

hole

How to avoid
memory

overlap Minimizeholes


