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Real time CPU scheduling

deadlines

hard realtime deadline

soft real time deadline

event latency

dispatch latency take current process off CPU and

switch to another

identifying conflicts other processes complete or quit
dispatch



Prioritybased
Real time scheduling needs schedules to support

preemptive scheduling

but only guarantees soft real time

processing time t deadline d.pro
0ᵗʰ

dep



if P2 firsttie c

pf.me
Ite shorter period first

utilization

P1 2 0.4
75

P2 3
0 35



smaller period process has higher priority
rate monotonic
scheduling

death Pa PaPa

cannot be
accommodated Ps higher

priority

deadlines P1 P2
utilization P1 8 0.5

P 0.4375
s o

total 0.94



despite being optimal CPU utilization is bounded

max N 2 1 try to derive

x lim N 2 1

N max utilization 69

if utilization max deadlines will not be

met
Disadvantages

optimal but static priority
periodic

non periodic can occur any time



alaithh.at
nigue the priority

later the deadline lower the priority

diagram

disadvantage keep computing priorities

P tionalshareschedu.ling

Posixrealtimescheduling



tÉÉ
priority RR

schding.aetfty fair scheduler

Scheduling classes



NUMA aware

far away core context switch should be

avoided

F



Scheduling

MEhsm tff aeration calculate minimum average waiting
timetheoretical

may not capture reality may not work for
all inputs

Queuing Models

develop models describe arrival of processes

and 10 burst probability
some limitations

still an approximation



Westfall
average queue length n arrival rate

W average waiting time per queue n T W
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Assignment due 11 Feb

Quiz on 14 Feb 6 30 PM Chapters 4 5



Examples

Models

Simulation programmed model of a computer

CPU

IT schedulingwhen

RQ new job
clock is a variable RQ CPU

Discreteevent simulation CPU RQ

event CPU Devs

struct task cpu term

id time every timer interrupt
is an event

Event queue
RBT priorityque

some input events

am each event triggers
more events



IggFfy
clock is a variable

queue clock ticks on

every event

WLTuttrasses
process interrupt etc PCBs events

tracetape
statistic

n.fi I E
man

tracetape



drawback logging time space

service time affects arrival time

still doesn't capture reality

implementation

high risk

ideal schedules tunable

more for real time systems
banks etc



1 FIfnsumeepomem network

data packets
network

For
spellcheck

driver Kernel

spelialized

Asynchlo pushing data
my softwareforinto the buffer

interfacing

readingthebuffer
a device

hides

Producer must overwrite hardware

only those
entries intricacies

read by consumer

Consumer must not read empty buffer



out

critical section

in
critical

secformultipleProduces

3 while true I assume packets keep coming
producer

4 produce an item in next produced

s while counter BUFFER SIZE
keepspinning

6 do nothing

7 buffer in next produced
8 in in 1 BUFFER SIZE counter



Consumer

code

Both producer and consumer cannot be stuck in

the whole loop

Deadlock
Racecondition

common variables counter buffer

counteret counter

registers counter register 2 counter

registers 1 register I 1 register 2 reg2 1
counter regt counter reg 2



Consider count 5

example slides

1

We think sequentially

More than produces race conditions in buffer
threads counter

More than one race condition out buffer
consumer thread counter



Po P1

forkl

next analogy

Pid t child

time 2615

2615 2615

bitlt.us IIsl a protocol to avoid this

while loop

sleep

push out of CPU PCB to some other queue
readyqueue



general structure

do I

entrysecting

critical section Kaushal sperm

exitsect.CI allow only one another

remainder section

while true

if one thread is in critical section no other thread

should be in the respective critical section



Solutions

Mutual exclusion without point is

meaningless
lock the

Progress room

Bounded waiting forall

without process can

starve
Assume that each process executes

at a non zero speed 7 assume no core
Ishey

No assumption concerning mattintft
relative speed of n processes

round robin
thread needs to fetch 4ᵗʰ Fairness



preemptive

non preentive easy in single core

Pee I man stems
two processes

assumes load and store operations are
gatomist

cannot be interrupted magically
share 2 var

int turn

boolean flag 2



peterson app see book or whatever

P Pj

a

Turn i
turn j

If Pi sets turn to i
Both can reach

Pj sets turn to j
critical section



Pi 4 Pj 123

42 flagli T 42s

turn i flagej T
turn j

enter CS enter CS

provable that the three CS requirements are met

Although useful in understanding it won't work

Compiler optimization will break things



How to solve problems due to cogmpter optimizations

Take hardware support

Memory barrier

Next class Hardware instructions


