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we can use weighted sample variance
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How do we know if population variances are different
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using spreadsheet

F TEST

Feststat SE Faitical

Effages of freedom

Fobs Fait Reject Ho

larger 5 goes into the numerator



Example see google sheets and pdf

Me 0 before

Me 02 after

Why
Ho µ Me 3 protecting old ideas

we don't want more serious error
Ha Ma Me

new risky is HaMI Mr

Ho Ma Ma 0 α 0.01

No Mline

F TEST A2 Alo B2 BIO 0.93 p value

Fobs 1 034
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pvalue α reject Ho

For a left tailed test
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ple test for proportion won't be asked

F TEST results will be provided

Problem Employee suggestions

First fix alternative hypothesis

signffference

Ho M1 Mr Ha µ µ quantify
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East stat

ftp.Ttt
Kobs 2.008

Assumptions independent normality
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Jobs 8 Reject Ho

Critical value method

p value method



right tailed test pvalue area to the right of
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left tailed test p value area to the left of
Jobs

twosided test p value 2x area to the right
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NORM S DIST Jobs 0.977

1 NORMS DIST Jobs 1 0.977

p value 2 x 1 0 977

0.0446

pvalue.cc Reject Ho

Lenein support

p value amount of confidence
you

have on null hypothesis

p value more used

more known concept and easier to interpret



When p value is very
close to α we don't make strong

claims change dataset chances of p value to go to the otherside

get more evidence
larger sample size
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