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Eightative structure

10.2.3 read once secondary memorynotcacheblock but page
Obuck page to main memory

every relation is stored in a file always a page
multiple rons form a block is fetched

each row is called a record

RAID redundant array of independent disk
inventedduring disk times

modified versions today



Main requirements for database storage in disk

Ily disk failure power problems etc

should not affect my data
solved using redundancy mirroring

cost disk size
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in last chapter we removed redundancies within

the database

but maintaining only 1 copy of redundant

free data is not reliable
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parity

Assumption only one disk fails at a time
Difference b w this and networking

you know which DB malfunctioned

and you can recreate it easily

Main goals of parallelism load balance small accesses
block accesses

parallelise large accesses so that so that

the response time is throughputof
such accesses



RAID
Level 0 to level 10

level 0 non redundant

performance good
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